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**Background:** I work for a tech startup in the life insurance industry as a Data Analyst, but would like to join the Data Science team when we have an opening. Given my background in Data Science with this program, I have worked fairly closely with the Data Science team, and have been given a few modeling tasks to work on. However, I spend a majority of time on Data Analyst tasks, and have only been given low priority modeling tasks. It is my hope that by creating some models that provide value to the company, I can improve my position as a candidate for any Data Scientist positions that come open, and/or be given more high priority modeling tasks in my current role.

**Topic:** I am going to build a model to predict a user’s approved risk class for term life insurance with the company that I work for.

**Business Problem:** most users who come to our site generate a quote for life insurance before starting an application. The only information a user provides at quote is age, height, weight, gender, and whether or not they use tobacco. We use Body Mass Index (BMI) based on height and weight to put a user into a risk class, which along with gender drives pricing.

The issue that we have is that once a user completes an application and is approved, they almost always end up in a worse risk class than the one they were put in based on their BMI, and thus they see a higher price after being approved than what they were shown when they generated a quote. On average, users are seeing an approved price that is 50-60% higher than the one they were shown at quote. Analysis has shown that this influences users’ decision about whether to buy a policy or not. We are currently implementing a short term solution of showing users a price at quote that is 24% higher than what our system generates based on BMI, but this is a hacky, one-size fits all solution that is a short term fix, although A/B testing has shown that it has been effective at improving conversions.

An ideal solution would involve finding a better prediction of approved risk class at quote, since this the is driver of price. Right now, only 29% of users are in the same risk class once approved as they were when they received a quote, so there is a fairly low bar to beat to improve on what we’re currently implementing.

Research Questions:

1. Can we create a model that is better at predicting a user’s approved risk class at quote than our current system?
2. What data is needed beyond what we currently collect at quote to achieve this?
3. While accurately predicting a user’s approved risk class at quote is the ultimate goal, can we also reduce the error for users that we make incorrect predictions for? We have a total of 10 risk classes, and the further away a user is at approved from where they were at quote, the larger the price difference they will see. So in addition to making more accurate predictions, can we also reduce the size of the error, and therefore the price discrepancy, for users that the mode fails to correctly predict?

**Data:** as noted in the second research question above, we will need to use data that is not currently collected when a user receives a quote in order to build a better model. I think the key will be identifying the features that we currently collect in the application that are most predictive of approved risk class, and moving them to the quote portion of the user experience. Fortunately, this is something that our product team is already working on, i.e., collecting more data at quote in order to provide product recommendations and a more personalized quote experience for users.

We have more than 100 fields in our application data table, and my plan is to first create a model using all of these features, and then conduct some feature importance analysis and determine a subset of features that we could collect at quote that would achieve the goals of this project.

**Methods**: my first thought was to build a multiclass classification model, since we are trying to predict class membership, i.e., approved risk class. However, in speaking with members of the Data Science team, they suggested that I also try using the relative mortality associated with each risk class, which would convert the problem to a regression model at its core, before converting predicted mortality rates back to a risk class. In addition, I will need to conduct some feature importance analysis in order to identify a subset of features that can be collected at quote.

**Ethical considerations:** I think the main ethical consideration is that the model does not discriminate against any protected classes, i.e., women or minorities, in terms of its predictions of approved risk class and the associated price. For example, do the approved risk class predictions result in showing women an approved price that is closer or further from the quoted price than what men see? In particular, if the resulting approved price tends to be higher for women (in relation to the quoted price they shown), then the model could deter women from applying. The Data Science team has recently started conducting Adverse Impact Ratio analysis on its models in order to assess that impact, and this project could be a good opportunity to learn how to do that.
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Another resource that I plan to leverage is ChatGPT. I think this is an important tool to understand how to leverage in creating and tuning machine learning models. I think it has already become such an important tool in this field (and many others) that anyone who has not learned how to use it well will be at a disadvantage.